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Abstract:- Image compression techniques, especially non-

reversible or lossy ones, have been known to grow 

computationally more complex as they grow more efficient, 

confirming the tenets of source coding theorems in information 

theory that a code for a (stationary) source approaches 

optimality in the limit of infinite computation (source length). 

Discrete Cosine Transform approach is adopted to perform sub 

band decomposition. Modified set partitioning in hierarchical 

trees (SPIHT) is then employed to organize data and entropy 

coding. The translation function can store the detailed 

characteristics of an image. A simple transformation to obtain 

DCT spectrum data in a single frequency domain decomposes 

the original signal into various frequency domains that can 

further compressed by wavelet-based algorithm. In this scheme, 

insignificant DCT coefficients that correspond to a particular 

spatial location in the high-frequency sub bands can be 

employed to reduce redundancy by applying a proposed 

combined function in association with the modified SPIHT. 
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I. INTRODUCTION  
             In recent, the wavelet-based image encoding 

algorithms considerably improve the compression rate and 

the visual quality, therefore many researches proposes many 

different methods for encoding the wavelet based images. 

The SPIHT algorithm is an efficient method for lossy and 

lossless coding of natural images. The SPIHT algorithm 

adopts a hierarchical quad-tree data structure on wavelet-

transformed image. The energy of a wavelet-transformed 

image is concentrated on the low frequency coefficients. A 

tree structure, called spatial orientation tree (SOT), naturally 

defines the spatial relationship of the hierarchical pyramid. 

The coefficients are ordered in hierarchies. According to this 

relationship, the SPIHT algorithm saves many bits that 

specify insignificant coefficients.  

The Set Partitioning in Hierarchical Trees (SPIHT) 

algorithm is a generalization of EZW algorithm. The EZW 

transmits a lot of information for little cost when we declare 

the entire sub tree to be insignificant. The SPIHT algorithm 

uses a partitioning of the trees called Spatial Orientation 

Trees (SOT) in a manner that tends to keep insignificant 

coefficients together in large subsets. The partitioning 

decisions are binary that are transmitted to the decoder, 

providing a significance map encoding that is more efficient 

than EZW. The efficiency of significance map encoding in 

SPIHT is such that arithmetic coding of the binary decisions 

provides very little gain. The thresholds used to check 

significance are powers of two, so in essence the SPIHT 

algorithm sends the binary representation of the integer 

value of the wavelet / DCT coefficients. As in EZW, the 

significance map encoding, or set partitioning and ordering 

step, is followed by a refinement step in which 

representations of the significant coefficients are refined. 

After the wavelet transform, we use the SPIHT algorithm to 

encode the wavelet coefficients. The SPIHT algorithm has 

received widespread recognition for its notable success in 

image coding. The principles of the SPIHT algorithm are 

partial ordering of the transform coefficients by magnitude 

with a set partitioning sorting algorithm, ordered bit plane 

transmission and exploitation of self-similarity across 

different layers. By following these principles, the encoder 

always transmits the most significant bit to the decoder [5]. 

 

II. SPATIAL ORIENTATION TREES 
The sets in SPIHT are created and partitioned using a special 

data structure called a spatial orientation tree. This structure 

is defined in a way that exploits the spatial relationships 

between the wavelet coefficients in the different layers of the 

sub band pyramid. The sub bands in each level of the 

pyramid exhibit spatial similarity. Any special features, such 

as a straight edge or a uniform region are visible in all the 

levels at the same location. 
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SPATIAL ORIENTATION TREES IN SPIHT 

Each level is divided into four sub bands. In each 

group, each of the four coefficients (except the top left one) 

becomes the root of a spatial orientation tree. The arrows 

show how the various levels of these trees are related. In 

general, a coefficient at location (i, j) in the image is the 

parent of the four coefficients at locations (2i, 2j), (2i+1, 2j), 

(2i, 2j+1), and (2i+1, 2j+1). 

           We use the terms offspring for the four children of a 

node, and descendants for the children, grand children and 

all their descendants. 

III. SET PARTITIONING SORTING 

ALGORITHM 

The actual algorithm used by SPIHT is based on the 

realization that there is really no need to sort all the 
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coefficients. Instead of sorting the coefficients, SPIHT uses 

the fact that sorting is done by comparing two elements at a 

time, and each comparison results in a simple yes/no result. 

Therefore, if both encoder and decoder use the same sorting 

algorithm, the encoder can simply send the decoder the 

sequence of yes/no results, and the decoder can use those to 

duplicate the operations of the encoder. The subset of sub 

band coefficients Ci in the subset T is said to be significant 

for bit depth ‘n’ if  max iε(t) {|C( i )|>= 2
n
}, otherwise it is 

said to be insignificant. If the subset is insignificant, a 0 is 

sent to the decoder. If it is significant, a 1 is sent to the 

decoder and then the subset is further split according to the 

spatial orientation tree until all the significant sets are a 

single significant point. Since the result of each significance 

test becomes a single bit written on the compressed stream, 

the number of tests should be minimized. To achieve this 

goal, the sets should be created and partitioned such that sets 

expected to be significant will be large and sets expected to 

be insignificant will contain just one element. In this stage of 

coding, called the sorting pass, the indices of the coefficients 

are put onto three lists namely [5], [6]. 

 
LIS List of insignificant sets: contains sets of wavelet 

coefficients which are defined by tree structures, and which 

had been found to have magnitude smaller than a threshold 

(are insignificant). 

LIP List of insignificant pixels: contains individual 

coefficients that have magnitude smaller than the threshold.  

LSP List of significant pixels: pixels found to have 

magnitude larger that the  threshold (are significant). 

The definitions of the tree sets in the SPIHT are as follows: 

O (i, j) in the tree structures, the set of offspring (direct 

descendants) of a tree node                    

           Defined by pixel location (i, j). 

D (i, j) set of descendants of node defined by pixel location 

(i, j). 

L(i, j) set defined by L(i, j) = D(i, j)−O(i, j). 

  In this pass, only bits related to the LSP entries 

and binary outcomes of the magnitude tests are transmitted 

to the decoder. In implementation, we group together the 

entries in the LIP and LIS which have the same parent into 

an entry element. For each entry element in LIP, we 

estimated a pattern in both encoder and decoder to describe 

the significance status of each entry in the current sorting 

pass. If the result of the significance test of the entry item is 

the same as the specified pattern, we can use one bit to 

represent the status of the whole entry atom which otherwise 

had two entries and representation of significance by two 

bits. If the significance test result does not match the pattern, 

we transmitted the result of the significance test for each 

entry in the atom. 

IV. REFINEMENT PASS 

After each sorting pass, we get the significant 

coefficients for the threshold , and then send to the 

decoder the nth most significant bit of every coefficient 

found significant at a higher threshold. By transmitting the 

bit stream in this ordered bit plane fashion, we always 

transmit the most valuable (significant) remaining bits to the 

decoder. The outline of the full coding algorithm is as 

follows:[6]. 

1. Initialization: set the threshold. set LIP to all root 

node coefficients. Set LIS to all trees (assign type D to 

them). Set LSP to an empty set. 

2. Sorting pass: check the significance of all coefficients 

in LIP. If significant, output a    1, output a sign bit, and 

move the coefficient to the LSP. If not significant, output a 

0.Check the significance of all trees in LIS according to the 

type of tree. For a tree of type D,  If it is significant, output 1 

and code its children. move the coefficient to the LSP If a 

child is significant, output a 1, output a sign bit,   Add it to 

the LSP  If a child is insignificant, output 0 and add the child 

to the end of LIP If the Children have descendants, move  

the tree to the end of LIS as type L, otherwise remove it 

from LIS. If it is insignificant, output a 0.For a tree of type 

L: If it is significant, output 1, add each of the children to the    

end of LIS as an  entry of type D and remove the parent tree 

from the LIS. If it is insignificant, output a 0. 

3. Refinement pass: For each entry in the LSP, except 

those included in the last sorting pass, output the n
th

 bit of 

the entry. 
4. Loop: Decrement the threshold and go to step 2 if 

needed.   

V. IMPLEMENTATION  DETAILS 
  

1. 1. The SPIHT algorithm is optimized for its use with 

wavelets. Since we deal with DCT there is a need to modify 

the transformed coefficients in order to make it compatible 

with SPIHT. In order to apply this coding scheme we 

rearrange the coefficients to take full advantage of the 

scheme. 
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2.   2. We adopt a method in which we regard each sample in a 

4x4 block as one frequency coefficient, and then collect the 

coefficients of the same frequency from all the blocks 

according to the block order. For transform coefficients 

matrix Tran [Mr] [Nc], the matrix of coefficients rearranged 

become W [Mr] [Nc]. There is a relation between them:   

W[(i%4)Mr/4 + i/4] [(j%4)Nc/4 + j/4] = Tran[i][j]             

            where i=1,2,...,Mr, j=1,2,...,Nc, % denotes modulus 

operator. This rearranging method corresponds to the 

complete decomposition of wavelet coefficients. A complete 

decomposition is that all the four sub bands are decomposed 

into four more subbands as well. As a result, the sizes of all 

subbands are the same. 

3.  3. The SPIHT we employ here is intended for thresholding 

and not coding purpose. Hence what we do is that we select 

all the coefficients above the value of threshold (t) and pass 

them and make all the coefficients below the threshold to 

zero. 

4. The threshold (t), is obtained by:                                                        

t (u) = 2 
p-u  

Where u= 0, 1, 2, 3… p denotes the pass number 

and  p =log max(c (i, j))                                        
         Where c (i, j) is the coefficient at position (i, j) in the 

image.  

5 Thus we are left only with the coefficients above the value 

of threshold. The entire procedure is repeated for different 

levels of threshold in search for a decent match of CR and 

PSNR. This is done with the following equation if (abs 
(out[r+i][c+j])< X * t) (out[ r+i][c+j])=0   where ‘X’ 

denotes the value of threshold to be set like 2t, 3t, 4t, 

5t…etc.    

VI. RESULTS 

 

                 
T = 0,Qp = 0        T = 5t,Qp = 20       T = 10t,Qp = 30 
Cr=2.68, PSNR=39.7, Cr=7.53, PSNR=29.6 , Cr=29.64, R=21.82 

 

CONCLUSION 

       The encoding and decoding are comprised of simple 

operations:  comparison to threshold, movement of co-

ordinates to lists, and bit manipulations. There are no 

complex calculations needed for modeling and training prior 

to coding. The only search is the single search for the initial 

threshold. The method is completely self-adaptive, always 

finding the most significant bits of the largest coefficients 

and sending them before those bits of smaller coefficients. 

The method is also extremely efficient; as it has the 

capability to locate large descendent sets with maximum 

magnitude smaller the final threshold and representing them 

with a single 0. 

FUTURE SCOPE 

For achieving higher compression rates SPIHT for coding 

followed by CABAC may be employed. In order to remove 

the blocking artifacts in the images a deblocking filter may 

be employed. 
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